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: اٌٍّخض اٌؼشثٝ  

 ػٍٝ و١ف١خ رط٠ٛش ٠2014غٍؾ اٌؼٛء ػٍٝ الاعزخذاَ اٌّزضا٠ذ ٌؼٍَٛ اٌج١بٔبد فٟ اداسح اٌزش١١ذ ِٕز ػبَ 

اٌزش١١ذ ٚاٌجٕبء ثٛاعطخ اٌزىٌٕٛٛع١ب. رؼىظ اٌّغبّ٘بد الأوبد١ّ٠خ اٌّزضا٠ذح فٟ ٘زا اٌّغبي ٘زا اٌزمذَ. ٌزا،  طٕبػخ

ب١ٌخ ٚاٌّغزمج١ٍخ ٌؼٍَٛ اٌج١بٔبد فٟ اداسح اٌزش١١ذ ِٓ خلاي: ٘ذف ٘زا اٌجؾش ٘ٛ رؼض٠ض ٚرط٠ٛش اٌّؼشفخ ثبٌزؤص١شاد اٌؾ

( دساعخ اٌزطج١مبد اٌّّٙخ ٌٍزؼٍُ ا٢ٌٟ، 2( ٚطف و١ف ٠زُ اعزخذاَ ػٍَٛ اٌج١بٔبد ؽب١ٌ ب فٟ اداسح اٌزش١١ذ، )1)

ػٍَٛ اٌج١بٔبد  ( رم١١ُ فٛائذ ٚرؾذ٠بد اعزخذا3َٚاٌزؼٍُ اٌؼ١ّك، ٚرؼذ٠ٓ اٌج١بٔبد اٌزٟ رئدٞ اٌٝ اٌجٕبء " اٌزوٟ"، )

( رؾذ٠ذ اٌّغبلاد اٌزٟ رؾزبط اٌٝ ِض٠ذ ِٓ اٌجؾش ٚاٌزط٠ٛش فٟ اٌّغزمجً. ٠مذَ 4طٕبػخ اٌزش١١ذ ٚاٌجٕبء، ٚ) فٟ

اٌجؾش رؾ١ًٍ وّٟ ٚٔٛػٟ، ػٓ ؽش٠ك رمذ٠ُ اؽبس رؾ١ٍٍٟ لٛٞ ثٕبء  ػٍٝ ِٕٙغ١خ ِٓ ِشؽٍز١ٓ  ٌٍزؾ١ًٍ. ؽذدد ٔزبئظ 

ٚاٌؼمجبد اٌّؼبطشح ٚاٌّغزمج١ٍخ اٌّشرجطخ ثبعزخذاَ ػٍَٛ اٌج١بٔبد فٟ اداسح ٘زا اٌجؾش الارغب٘بد ٚاٌّّبسعبد 

اٌزش١١ذ. ٚػٍٝ اٌشغُ ِٓ رضا٠ذ اٌزشو١ض ػٍٝ اعزخذاَ رم١ٕبد ػٍَٛ اٌج١بٔبد فٟ طٕبػخ اٌزش١١ذ ٚاٌجٕبء، فبْ ٔزبئظ ٘زا 

د. ٚػلاٚح ػٍٝ رٌه، اوذد إٌزبئظ اٌجؾش أصجزذ اٌؾبعخ اٌٝ اٌّض٠ذ ِٓ اٌؼٍَٛ إٌّٙغ١خ اٌزٟ رشوض ػٍٝ ػٍَٛ اٌج١بٔب

ػٍٝ ػشٚسح فُٙ أٚعٗ اٌؼؼف اٌّشرجطخ ثزطج١مبد اٌج١بٔبد اٌشل١ّخ فٟ ِغبي اٌؼٍَٛ اٌؼ١ٍّخ ٚاٌزغٍت ػٍٝ اٌّؼٛلبد 

ٚاٌغ١طشح ػ١ٍٙب ػٍٝ ٔؾٛ وبًِ، ِغ رؼض٠ض اِىبٔبرٙب فٟ اٌٛلذ ٔفغٗ. ٚأخ١شا ، فبْ ٔز١غخ ٘زا اٌجؾش رشىً ٔمطخ 

رطٛس ِٚغزمجً ٚآصبس ػٍُ اٌج١بٔبد اٌشل١ّخ فٟ ِغبي اداسح اٌزش١١ذ اٌزٞ ٠زٛلغ أْ ١٠غش اٌّض٠ذ  ِشعؼ١خ أعبع١خ ٌفُٙ

 ِٓ اٌجؾٛس ٚاٌزمذَ اٌزىٌٕٛٛعٟ فٟ ٘زا اٌّغبي.

ABSTRACT 

The increasing use of Data Science (DS) in Construction Management (CM) since 

2014 highlights how technology can transform the construction industry. The growing 

scholarly contributions in this interdisciplinary field reflect this progress. Therefore, the 

aim of this research is to enhance and develop the knowledge of the present and future 

impacts of DS in CM by: (1) describing how DS is currently being used in CM, (2) 

examining important applications of machine learning, deep learning, and data mining that 

are leading to "smart" construction, (3) evaluating the benefits and challenges of using DS 

in the industry, and (4) identifying areas that need more research and development in the 

future. Quantitative and qualitative perspectives provided in this research, which proposed 

a strong analytical framework based on two-phase approach for the analysis processes. The 

findings of this research outlined contemporary and future trends, practices, and obstacles 

associated with DS utilization in CM. Althought there is a growing emphasis on using DS 

techniques in the construction industry, The research results proved the need for more 
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data-focused methods. Furthermore, results confirmed the necessary to fully understand, 

reduce, and control the vulnerabilities associated with DS applications, while also 

enhancing their potential. Finally, the result of this research serves as a fundamental 

reference point for comprehending the evolution, future, and impacts of DS in the domain 

of CM which is expected to facilitate further research and technological advancements in 

this field. 

Keywords: Data Science, Machine Learning, Data Mining, Deep Learning, 

Current Trends, Future Trends, Construction Management. 

1. INTRODUCTION 
The construction industry is undergoing a significant transformation by integrating DS 

across its value chain, encompassing the stages of project planning, execution, monitoring, 

control, operation, and maintenance. From 2014, DS emerged as a crucial driver in 

construction engineering and management, owing to the exponential growth of data and 

escalating project complexities. DS offers considerable benefits such as time efficiencies, 

resource optimization, and reduced reliance on human resources  [1]. Data science, a 

subset of computer science, empowers computers to emulate human cognitive functions 

like information processing, reasoning, problem-solving, feature extraction, planning, and 

decision-making, thereby addressing complex and intentionally defined challenges in an 

intelligent, flexible manner. The realms of DS, including machine learning (ML), 

specifically deep learning (DL), and Data Mining (DM), have seen substantial 

technological advancements over the past 40 years, catalyzing notable changes across 

various industries [2]. However, a report by Purdy and Daugherty (2016) suggests that the 

CM domain lags in the adoption of DS techniques compared to other sectors [3,4]  

DS has emerged as a potent instrument for the construction sector, enhancing process 

automation and decision-making support. Amidst the evolving landscape of "Industry 4.0", 

CM is witnessing a relentless shift towards digitization and intelligence, with DS at its 

foundation facilitating substantial enhancements in automation, productivity, health and 

safety, and sustainability [5-13]. The total number of articles on DS has been increased. 

However, many studies have been conducted, most of them focusing on a specific subfield, 

such as building information modeling (BIM) [14], automated construction manufacturing 

(ACM) [15], or computer vision (CV) [16], and others. There's an evident research gap in 

the broad application of DS in CM, with limited exploration of appropriate algorithm 

selection for diverse scenarios or foundational research for optimizing DS usage in CM. 

Consequently, there's an overreliance on human evaluation and appraisal that could 

potentially yield misleading conclusions, especially considering the growing data volumes 

in complex projects [17].  

The aim of this research is to provide a thorough and organized investigation into the 

present and future impacts of practical use of DS in the field of CM. A strong framework is 

being proposed for both present and future studies to comprehend the relationship between 

DS and ML, DL, and DM through a scientometric analysis of pertinent scholarly articles. 

Furthermore, the research provides a comprehensive analysis of the current use of DS in 

CM, identifies the main benefits and challenges associated with its implementation, and 
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showcases the most recent and advanced research articles in this area. The adoption of a 

results-driven methodology provides a strong foundation for understanding and further 

research in this developing field. 

2. DATA SCIENCE (DS) 

The complexity of construction projects has led to a surge in data volume, rendering 

human-driven analysis increasingly challenging [10]. DS equips stakeholders, researchers, 

and project managers with the necessary tools to navigate this data explosion, facilitating 

efficient information extraction, predictive analytics, and data-informed decision-making 

processes. In this section, we delve into DS and its interplay with ML, DL, and DM, as 

illustrated in Fig 1. 

Data science, a field born out of statistical science, leverages scientific methodologies, 

processes, algorithms, and systems to distill knowledge and insights from diverse, labeled, 

and unlabeled data, for application across a broad array of domains [10]. The evolution of 

DS has given rise to three prominent areas examined in this research: 1) ML, 2) DL, and 3) 

DM. ML is a crucial subset of DS, training machines to unearth patterns within vast data 

sets and generate data-driven predictions about future events. 
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Fig 1: Data Science and Its Sub ML, DL, Data Analysis, and DM.  

As ML advances, new trends such as DL and Q-learning had been established at a 

higher level. DL is a subset of ML that consists of neural networks (NN) with several 

hidden layers. In comparison to applications based on ML, DL models require a substantial 

amount of training and testing data [18]. Moreover, DM is a relatively new area that aims 

to connect process management and DS. DM makes extensive use of data logs in order to 

monitor, diagnose, analyze, and improve actual processes [19]. 

2.1.Machine Learning (ML) 

ML harnesses statistical and mathematical models to identify patterns and make 

predictions, ideal for discovering optimal solutions that would be hard to obtain via human 
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trial-and-error. Four types of ML exist: supervised learning, unsupervised learning, semi-

supervised learning, and Q-learning [7]. Supervised learning extracts features from labeled 

data to predict the outcomes of new inputs. Unsupervised learning gleans features and 

information from unlabeled data, excelling at data reduction and clustering tasks. Semi-

supervised learning handles datasets with many inputs and scarce output data. Q-learning, 

or reinforcement learning, utilizes an agent, states, and action sets for each state, aiming to 

maximize the total rewards obtained from its learning process [20]. 

2.2.Deep Learning (DL) 

DL is a part of ML, which is a subset of NN. Backpropagation was initially postulated 

as the foundation of a comprehensive NN theory, sparking the 1st ML movement [21]. 

Previously, NNs lacked appropriate algorithm support, preventing them from training 

multi-layer NNs. By following backpropagation, as a method to update the weights in the 

neural network by taking into account the actual output and the desired output as shown in 

Fig. 2, two frameworks for classical NNs were developed: LeNet [22] and Long-Short-

Term Memory Networks (LSTM) [23]. 

As with the majority of NN designs, layers, neurons, activation functions, and weights 

are used in DL techniques. The neurons that act as feature detectors are layered. First 

layers detect essential features and deliver them to the next layers and so on, which 

identify more complex features. While the majority of DL techniques are adaptable to a 

broad range of regression, classification, or clustering problems [2,12], they are 

occasionally connected via ensemble modeling to increase performance.  

 

 

Fig. 2:  The Steps of Updating Weights of NN. 

The type of DL model depends on the input data. The simplest form of NN that 

developed in the form of feed-forward NNs was artificial neural networks (ANN) [24] that 

is using simple data in regression and classification models. Recurrent Neural Networks 

(RNN) specialize in dealing with sequential data like time series ML. They outperform 

other types of DL when it comes to analyzing time-dependent data [25]. ANN was used in 

CM like [26–28]. RNNs are mostly used in video and speech processing because they can 

retain knowledge about previously processed audio chunks or video frames in order to 

forecast subsequent input [24,29,30]. RNNs were used in construction for cost, safety 

management [31–34]. 

3. RESEARCH METHODOLOGY 

The research's objective was to conduct scientometric analyses and visualizations to 

offer a comprehensive understanding of the structure, research areas, and trends of DS in 

the CM field, using a results-based approach and empirical findings. Scientometric 
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analysis, leveraging mathematical formulas and visualizations, identifies structural patterns 

and prominent research boundaries, allowing for an efficient yet exhaustive mapping of 

scientific knowledge [6,35–37].  

Various researchers have utilized this method across diverse research subjects, including 

building information modelling [38], and sustainability [36,37]. Scopus, a widely 

encompassing bibliographic database, was chosen as the primary source of data for this 

research, over alternatives like the Web of Science (WOS), Dimensions, Google Scholar, 

or Research Gate [36,39]. Scopus‘s indexing technique is also faster, enabling the retrieval 

of more recent materials [35,37]. While multiple literature databases could enhance the 

analysis, issues with identifying and eliminating duplicated articles across the databases 

due to the dataset's size and the time constraints necessitated the sole use of Scopus, which 

aligns with many previous science mapping studies [12,40].  

To augment search efficacy, this research incorporated recent review articles 

[2,6,10,12,13] to find relevant Scopus database search terms. As a consequence, a list of 

DS-related keywords were generated. These keywords, in addition to ―ALL (‘artificial 

intelligence’  OR  ‘Data Mining’  OR  ‘AI’  OR  ‘computational intelligence’) AND  

(LIMIT-TO [SUBJAREA, ‘ENGI’]) AND (LIMIT-TO [EXACTKEYWORD, ‘Project 

Management’ OR ‘Construction Management’ OR Construction Industry’] AND  

(EXCLUDE [EXACTKEYWORD,  ‘Optimization’ OR ‘Genetic Algorithms’ OR 

‘Multiobjective Optimization’ OR ‘Genetic Algorithm’ OR ‘Particle Swarm Optimization 

(PSO)’]) AND (LIMIT-TO [DOCTYPE, ‘ar’]).” 

A total of 1,752 scholarly papers and articles were initially retrieved for this research. 

To ensure the inclusion of high-quality research, the document type was limited to "article" 

since journal articles are considered reliable sources of certified knowledge in science 

mapping [41]. Other document types could potentially introduce noise and hinder analysis 

and interpretation. Papers referring to the application of DS in the CM domain were 

selected based on their abstracts. Optimization methods like genetic algorithms and fuzzy 

approaches were omitted, ensuring the focus remains on DS. The stringent screening 

yielded a dataset of 140 DS in CM articles, exported in plain-text format as complete 

records Fig. 3. VOSviewer, a Java-based scientific visualization tool, was used for the 

primary analysis. It aids in creating, visualizing, and exploring bibliometric networks. The 

software was used to conduct co-occurrence analyses to generate keyword and information 

maps. The analysis spanned four categories: a) Annual publish: This category represented 

the number of published articles per year, allowing for an understanding of the publication 

trends over time. b) Co-occurrence keyword using index keywords and authors' keywords: 

This category focused on the relationships between index keywords and authors' 

keywords, providing further insights into the specific topics and areas of interest within the 

field. 
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Fig. 3: Methodology Map 

. 

4. DATA ANALYSIS 

4.1.Current Analysis of Data Science Articles  

Annual Articles on Data Science in Construction Management 

The annual number of relevant articles is increasing between the start of publication and 

2024 as shown in Fig. 4, demonstrating that the application of developing DS in the CM 

domain is becoming a popular issue at the moment. As illustrated in Fig. 4, the number of 

relevant articles has increased quickly during the last 23 years. Around 50% of articles 

were published after 2018, indicating that the popularity of DS in the CM domain 

increased significantly around 2018. It should be emphasized that the final 100 represents 

only the papers published from 2015 to the present, surpassing the annual articles from 

1997 to 2015. That is, DS techniques in the field of the CM domain are gaining increasing 

traction with the hope of introducing digital innovation to the construction management 

area. This expansion appears to correspond to the growing interest in DL, which began in 

2012 with the publication of a study introducing AlexNet as a deep NN optimized for 

image classification [42]. 
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Fig. 4: Annual Articles of Data Science in Construction Management Domain 

Co-Occurrence Network of Keywords 

Crucial areas of study were identified through the application of co-occurrence keyword 

analysis, as reported in reference  [9]. The authors employed a methodology that facilitated 

the creation of a network comprising commonly appearing keywords in the analyzed 

articles. This network served as a representation of the primary research themes [10]. 

According to a study cited in reference 43, the approach utilized by the researchers aided 

in the clear visualization of the knowledge domain. Additionally, this approach provided 

valuable insights into the discussed topics and their cognitive interconnections. The 

construction of the keyword co-occurrence network was carried out through the utilization 

of the VOSviewer application. The application employs the smart local moving (SLM) 

algorithm for cluster analysis, utilizing bibliographic data sourced from Scopus. The 

selection of index keywords, as opposed to author keywords, was made in order to 

guarantee a consistent and comprehensible depiction [43]. Utilizing the fractional counting 

method, a total of 2026 keywords were identified across 284 articles. To eliminate 

extraneous terms, a minimum occurrence threshold of 15 was established. A total of 23 

keywords that met the specified criterion were identified and subsequently displayed. The 

degree of association between two terms was ascertained based on the frequency of their 

co-occurrence in scholarly articles, thereby indicating their relevance to their respective 

domains of inquiry. In the network visualization, a more robust connection is depicted by a 

thicker line. This approach was documented in reference [44]. 

From our analysis, it was evident that "project management" was the most prevalent 

research subject, indicating its frequent usage in this field. Furthermore, the prominence of 

the research subjects was indicated by the frequent appearance of the phrases ―decision-

making,‖ ―information management,‖ ―artificial intelligence,‖ and ―construction 

management‖ in the 284 articles examined, as demonstrated in Figure 5. The knowledge of 

commonly used keywords can assist researchers in selecting the most appropriate ones for 

their articles, which can improve indexing and retrieval [41]. The interconnections among 

the aforementioned terminologies were subsequently depicted via three discrete co-

occurring networks. 
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Fig. 5: Data Science and Artificial Intelligence Co-occurrence Network 

4.2.Current Application of Data Science in Construction Management 

Some of the main existing applications of the DS techniques that were mentioned in the 

preceding part are addressed in this section. The DS issues addressed by these techniques 

are discussed. 

Schedule Management 

According to existing research, the ultimate result of a project is significantly impacted 

by the caliber of planning during its initial phase [45]  A ground-breaking schedule-

learning platform was developed by the authors, which utilizes DL and ML techniques. 

The platform in question utilizes a vast database of historical project schedules to improve 

the efficacy of DS applications within the realm of CM. This innovative and scalable 

approach contributes to elevating the accuracy and reliability of project planning. In their 

research, the authors of reference [45] utilized initial planning statuses as variables to 

forecast the achievement of project cost and schedule objectives. The researchers 

employed ML techniques to construct a collection of ANNs and support vector machine 

(SVM) classification models. The authors of the study analyzed a specific construction 

project by utilizing statistical data and ML algorithms to pinpoint the primary factors 

contributing to delays in the project's completion. They proposed a predictive DM model 

to determine the residual value of heavy construction equipment, providing significant 

benefits for construction equipment management decision-making. The proposed 

technique demonstrates advantages over traditional residual value analyses, offering 

simplicity, superior interpretability, and suitable accuracy [46]. 

In a different approach, [47] devised a DL method that employs image segmentation to 

autonomously examine the wall construction progress of an entire floor. The findings were 

integrated into BIM in a seamless manner. Further, [48] introduced an immersive virtual 

reality (iVR) system that combines 3D scanning, extended reality, and visual programming 

to simulate interactive onsite inspections for indoor activities and provide numerical 

statistics. In a previous study [49], a system was proposed that integrates videography with 
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Matrix Laboratory (MATLAB) and BIM through the use of an accessible Internet protocol 

(IP) camera. The integration of an IP camera and a software program has enabled the 

automated extraction of as-built quantities for columns, beams, and block masonry. These 

elements are integral to building operations and represent a substantial portion thereof. The 

tangible evidence of the transformative impact of DS on CM is provided by these real-

world applications. 

Cost Management 

Cost estimation in construction is frequently influenced by elements such as 

construction time, building types, labor, and equipment. These variables, together with 

changes in economic matrices and key performance indexes (KPIs), are frequently 

neglected by traditional building cost estimators. These characteristics, on the other hand, 

are critical for forecasting an already difficult-to-predict construction cost. [50] provided a 

model for estimating building costs based on DBMs that takes economic matrices and 

KPIs into consideration. To validate the model‘s accuracy, test data from multi-story and 

mid-rise buildings was used. Also, there are some frameworks that cover cost analysis and 

life cycle costs but with limited data like [34,51–61] 

5. PROSPECTIVE CHALLENGES OF DATA SCIENCE APPLICATIONS 

Despite DS‘ huge success as mentioned before in a variety of fields, certain problems 

continue in its use. Several of these challenges are expected to arise when solutions in the 

CM area are developed. Data availability, data privacy, and data ethics, cybersecurity, 

implementation cost, as well as a shortage of in-house DS skills. The list of issues 

described in this section is not exhaustive, and further challenges may arise as a result of 

the implementation of DS in CM. 

5.1.Data Availability 

DS works best when huge amounts of data are available; otherwise, models trained on 

small amounts of data will struggle. Accessing data for a specific purpose is frequently 

challenging, much more so now that the data ethics and General Data Protection 

Regulation (GDPR) standards have been implemented. To replace limited training data, 

methods such as picture rotation and flipping may be necessary. However, data 

augmentation may result in the loss of critical data or outliers necessary for training 

[62,63]. Additionally, the majority of ML models operate in a black-box way, which 

means they do not disclose how they arrived at their results. To foster trust in such 

systems, building practitioners must first understand how the system makes judgments 

[64]. 

5.2. Lack of One Model to Fit All 

A single general DS model cannot address the majority of the previously described and 

recommended applications. Each issue must be addressed individually using a model 

trained expressly for that purpose. Transfer learning techniques or reusing existing models 

proven to perform well in classification or prediction can be utilized to jumpstart model 

training, although sufficient weight optimization and hyper parameter adjustment are still 

required. This is not a one-size-fits-all answer in its totality, and this is one of the primary 

research issues for DS. 
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5.3. Cybersecurity 

Machine learning (ML) has been identified as a promising tool for enhancing security 

measures and intrusion detection. However, it is noteworthy that ML also poses a 

significant risk for cyber threats, such as privacy infringements and hacking activities. The 

matter at hand bears significant economic and financial ramifications. Minor errors during 

construction processes can have significant repercussions, impacting project quality, cost, 

and timeline. These effects can extend to other aspects of project planning, such as supply 

chain logistics and procurement. Instances have been discovered through research where 

ML has the potential to be exploited for the development of malware threats [65]. Notable 

security vulnerabilities that incorporate artificial intelligence have been identified, such as 

automated password-generating systems [66] and voice cloning systems driven by ML 

[67]. The significance of incorporating strong cybersecurity measures in the integration of 

machine learning and other DS techniques into CM practices is emphasized. The findings 

of the study emphasize the necessity for further research and inventive measures to 

reconcile the benefits of ML with the crucial requirement for secure applications in the 

construction sector. 

5.4. Lack of Specialists and Implications Cost 
It may be difficult to find engineering employees with proper expertise in information 

technology to execute DS methodologies. A suitable solution would be for these engineers 

to be trained on the job. This, however, may not be feasible because these professionals are 

best qualified to comprehend building challenges and optimal solutions, but ML and DL 

are beyond their domain of expertise. A similar issue arises when outsourcing construction 

tasks to ML or DL experts with no prior experience in construction. These specialists have 

no concept of how the building industry operates. Additionally, there is a shortage of DS 

specialists with the technical ability and experience essential to find creative solutions to 

construction challenges. 

On the other hand, the installation of cutting-edge technology is always costly. To avoid 

months of training, training as a model requires strong computer resources. However, these 

resources are expensive, even though they may reduce the entire training procedure to a 

few hours. Businesses considering adopting DS techniques should also be aware of the 

financial costs. It is worth mentioning that hiring DS professionals can be pretty expensive. 

The exact cost of using DS is difficult to quantify since it is highly dependent on the 

amount of expertise required and the training resources used.  

6. FUTURE TRENDS 

The effectiveness of DS is apparent in numerous industries, however, its integration into 

the realm of CM presents distinct obstacles. The present section presents empirical 

evidence that elucidates the expected challenges in the CM domain with regards to the 

development and execution of DS. The hindrances that impede the progress of DS 

implementation encompass concerns related to the accessibility of data, ethical and privacy 

considerations, cybersecurity, the expenses involved in implementation, and the limited 

availability of in-house DS proficiency. It is noteworthy that the aforementioned list is not 

comprehensive and may undergo modifications as the discipline progresses in its 
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utilization of DS. Table 1 presents an analysis of frequently used keywords in titles and 

abstracts of relevant literature. Terms like "Time", "Cost", "Decision", and "Safety", 

among others, are included. The significance of these keywords in CM, especially in the 

context of DS application, is highlighted by their frequency. In addition, relevance scores 

indicate the significance of each term in the field, identifying important areas and potential 

directions for future research. The integration of DS into CM will likely keep these 

keywords and themes at the forefront of the discourse, driving research and innovation in 

the field. The aim is to improve the effectiveness of DS methodologies in CM by 

examining common terms and their implications. 

Table 1. The Top domain for the DS in construction industry according to the analysis 

Term Occurrences Relevance Score 

Time 49 0.4824 

Cost 41 1.338 

Decision 38 0.5291 

Activity 35 0.5206 

Work 35 0.3477 

Safety 28 1.0444 

Schedule 27 1.8516 

Uncertainty 25 0.9815 

Productivity 22 1.1813 

Stakeholder 20 0.5889 

BIM 19 1.5811 

6.1. Public Dataset. 
The utilization of data is of utmost importance in DS applications pertaining to the field 

of construction. The analysis conducted indicates a pressing requirement for a database 

that is accessible to the public and tailored to the field of CM. By drawing parallels with 

the significant contributions made by ImageNet to DL in image processing, it is suggested 

that a comparable database for construction could potentially revolutionize the field of 

construction learning. The availability of these public datasets would enable researchers to 

concentrate on the development of DS systems. Furthermore, the presence of data 

collections of superior quality may alleviate the issue of model overfitting, thereby 

enhancing dependable performance across a range of scenarios. 

6.2. Cash Flow  

The research's findings emphasize the significance of cash flow within the construction 

industry, as it has a notable impact on both project profitability and stability. According to 

previous research [12], contractor performance may be adversely affected by inadequate 

cash flow, which can result in a shortage of funds for routine business activities. The 

findings of the research indicate that it is imperative for contractors to possess cash flow 

projections that encompass the entire duration of the project, commencing from the initial 

stages of the tendering process. The aforementioned information enables individuals to 

anticipate forthcoming challenges and assess diverse impact factors that may affect the 

success of a project. Construction cash flow forecasting often involves the use of various 

predictive models, such as NNs [45,68]. Nevertheless, the models frequently concentrate 

exclusively on the weights of variable costs. According to the research conducted, in order 
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to enhance the credibility of forecasts, it is recommended to incorporate uncertainty into 

these projections. This can be achieved by utilizing interpretable models that are trained on 

time-dependent real-world data. 

6.3. Quality Management  

The empirical data presented indicates that the use of DS can effectively improve the 

design process, resulting in the creation of more desirable environments for users. Through 

the utilization of DS, entities have the ability to scrutinize and anticipate usage trends, 

which can subsequently inform the development of facilities that are closely aligned with 

their objectives. The results indicate that the utilization of DS can facilitate the detection of 

design errors or omissions prior to the construction phase, thereby enabling the allocation 

of additional time towards other productive activities. Furthermore, the employment of DS 

enables the evaluation of the model's performance across a range of environmental 

conditions and scenarios. 

6.4. Public-Private-Partnership (P3) 
Public-private partnerships have become increasingly common, especially in the face of 

complex funding mechanisms [71]. Our analysis reveals a need for more research to 

identify risk factors in P3 projects and incorporate those factors into ML or DL models for 

predictive evaluation of future projects. For example, [72] developed nine ML models to 

predict the litigation outcomes of primary causes of P3 disputes, while  [73] introduced a 

neuro-fuzzy model based on a framework combining fuzzy logic and artificial neural 

network techniques to model the risk allocation decision-making process. These empirical 

results indicate the potential benefits and challenges of using DS techniques in P3 projects. 

7. CONCLUSIONS 

The potential of DS to bring significant changes and improvements in various sectors, 

including CM, has been demonstrated through impacts of its applications and 

implementation. DS's capability to handle, analyze, and extract meaningful patterns from 

large quantities of data is credited for this transformation. This proved by the quantitative 

and qualitative examination employed in the present research based on the developed two-

phase approach for the proposed strong analytical framework a multi-dimensional 

approach, to offer robust assessment, analysis, and predication processes. The findings of 

the research indicated a noticeable increase in topics related to DS since 2014. This 

timeline coincides with the emergence of cloud databases that have facilitated the training 

of ML algorithms. However, several potential challenges and considerations that could 

affect the application of DS in CM have been identified by this research, despite its 

capabilities. Data availability as revealed is the most focal challenge as Abundant and 

high-quality data are crucial for the performance of DS, although obtaining such data can 

be challenging due to concerns about data privacy and compliance with GDPR. 

Furthermore, it was confirmed that a universal model for CM scenarios is lacking in the 

field. As a distinct DS model is required for each situation, tailored to the specific task. 

However, some benefit can be gained from reusing models and transfer learning. 

Moreover, cybersecurity presents another significant challenge. Robust security measures 

are required in CM due to the risks of cyber threats, such as hacking and privacy 
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violations, that come with the introduction of DS and ML. The research also revealed a 

deficiency of DS experts in the CM domain, which may impede the effective execution of 

DS approaches. In addition, the results showed that companies are concerned about the 

cost of implementing DS methodologies, obtaining the required computing resources, and 

recruiting qualified DS professionals.  

However, the importance of public datasets, cash flow forecasting, quality management, 

and public-private partnerships is predicted by results to increase in the application of DS 

in CM in the future. The creation of a public dataset specifically designed for the CM field 

is expected to encourage innovative research, similar to the impact of ImageNet on image 

processing. Cash flow forecasting has been proved as the most important direction as it has 

a direct impact on project profitability and stability. The recognition of DS's potential to 

enhance design processes, anticipate design errors, and enable superior project planning 

were also presented as the second important directions. Furthermore, the results revealed 

that DS have a significant role in identifying and predicting risk factors related to public-

private partnerships, which are becoming increasingly common. These potential future 

directions and prospects outlined by the results of this research will be very helpful and 

informative for professionals and scholars working in this area. In conclusion, although 

incorporating DS in the CM industry has many benefits, it is important to recognize the 

obstacles and possible remedies. As we move forward in the technology era, 

comprehending these essential elements will act as a roadmap for better and more efficient 

DS techniques in condition monitoring.  
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